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MODULE SPECIFICATION

1. Title of the module

EL561 Image Analysis and Applications
2. School or partner institution which will be responsible for management of the module

Engineering and Digital Arts
3. Start date of the module

Revised version start date September 2015
4. The number of students expected to take the module

44
5. Modules to be withdrawn on the introduction of this proposed module and consultation with other relevant Schools and Faculties regarding the withdrawal

None
6. The level of the module (e.g. Certificate [C], Intermediate [I], Honours [H] or Postgraduate [M])

I
7. The number of credits and the ECTS value which the module represents 

15 (7.5 ECTS)
8. Which term(s) the module is to be taught in (or other teaching pattern)

Spring
9. Prerequisite and co-requisite modules

EL318
ENGINEERING MATHEMATICS

CO322
FOUNDATIONS OF COMPUTING 
10. The programmes of study to which the module contributes

BEng Computer Systems Engineering

BEng Computer Systems Engineering with a Year in Industry
BEng Bioengineering

BEng Bioengineering with a Year in Industry
MEng in Computer Systems Engineering

MEng in Computer Systems Engineering with a Year in Industry
11. The intended subject specific learning outcomes 

On successful completion of the module, students will have: 

1. An understanding of three main integrated themes:

(i) basic image processing (representation, transformation, extraction of key information from images);

(ii) image analysis (automatic interpretation of images and pattern recognition methodology) and 

(iii) computational architectures for image analysis (especially neural network structures).

2. A familiarity with fundamental algorithms underpinning modern image analysis systems.

3. Experience of the requirements for implementing algorithms for image analysis.

4. A practical experience of working with typical algorithms and architectures.

These outcomes are related to the programme learning outcomes in the appropriate curriculum maps as follows:

CSE and CSEwInd:  A3, B1, B2, C1, C2, C3

BE and BEwInd A1, A2, A3, B1, B3, B4, CE1,CE2, CE4 
12. The intended generic learning outcomes 

On successful completion of the module, students will have acquired:

1. key skills in problem solving, 
2. information technology 
3. application of number.

These outcomes are related to the programme learning outcomes in the CSE, CSEwInd, curriculum maps as follows:  D1, D5, D6, D7 for BE and BEwInd D1
13. A synopsis of the curriculum

Lecture Syllabus

IMAGES AND IMAGE PROCESSING

Introduction to the module.  Scope, philosophy and range of relevant applications.  Vision as a physiological, psychological and computational process.  Image representation, spatial and amplitude digitisation, resolution, colour in images, and computational implications.  Array tessellation, connectivity, object representation, binarisation and thresholding.  Image histograms and properties, image quality.  Image enhancement processing and filtering.  Histogram modification techniques and contrast enhancement.  Image subtraction, simple motion detection, skeletonisation.   Image segmentation, edge-based and region-based methods, multi-attribute segmentation, the Hough transform and its generalisation.  Shape descriptors and feature measurement.  Morphological operators for image processing.  Principles of simple image coding and implications.  Case studies.

ANALYSING IMAGES

Principles of image analysis and understanding.  Representation of objects and scenes.  The concept of formalised pattern recognition.  Pattern descriptors and pattern classes, preprocessing and normalisation.  Feature extraction and imager characterisation.  Texture analysis as an example of object description – texture descriptors, analysis using co-occurrence matrices.  Basic decision theory and the Bayesian classifier.  Cost and risk, minimum risk and minimum error-rate classification, rejection margins and error-rate trade-off, canonical descriptions of classifier structure.  Implementation considerations and approaches to estimation of class-conditional feature distributions.  Minimum distance classifiers.  Alternative classification strategies.  Case studies.

SECURITY AND BIOMETRICS

Introduction to security issues.  Alternative approaches to personal identification, access control and data security, and applications in industrial, media, commercial and other related scenarios.  Fundamentals of biometrics, biometric modalities, user requirements and user acceptability, template construction.  Physiological and behavioural features, static and dynamic analyses, error sources and performance measures.  False acceptance and false rejection measures, equal error rate, ROC descriptions. Variability and stability of biometric data, template ageing and related issues in enrolment and deployment.  Characterisation of typical common modalities:  face recognition, fingerprint processing, iris recognition, and automatic signature verification, and their underlying technologies.  Usability issues, the human interface, system integration.  Testing and evaluation of biometric systems.  Revocable biometrics.  Applications of biometric systems.  Case studies.

NEURAL NETWORK PROCESSING

The concept of neural networks as architectures for image analysis. Exploration of techniques for automated learning and generalisation with artificial neural networks.  Fundamentals of neural network design, basic design philosophy and application of neural networks to practical problems.  Example: perceptrons and the perceptron learning algorithm.

Coursework

EXAMPLES CLASSES

There will be 4 assessed examples classes, one for each lecture series.
14. Indicative Reading List 

Fairhurst, Michael Christopher (1988) Computer vision for robotic systems: an introduction, Prentice Hall, London, New York.
Gonzalez, Rafael C., Woods, Richard E. (2008) Digital image processing, Pearson Education, Pearson Prentice Hall, London, Upper Saddle River, N.J.
Tarassenko, Lionel, Neural Computing Applications Forum (1998) A guide to neural computing applications, Arnold, John Wiley, London, New York.

Forsyth, David, Ponce, Jean (2003) Computer vision: a modern approach, Prentice Hall/Pearson Education International, Upper Saddle River, N.J.

Theodoridis, Sergios, Koutroumbas, Konstantinos (c2009) Pattern Recognition, Elsevier/Academic Press, Amsterdam, London.

Nixon, Mark S., Aguado, Alberto S., Dawsonera (2008) Feature extraction and image processing, Academic Press, Amsterdam, London.

Petrou, Maria, Petrou, Costas (2010) Image processing: the fundamentals, Wiley, Chichester.

Beale, Russell, Jackson, Tom (1990) Neural computing: an introduction, Institute of Physics, Bristol

15. Learning and Teaching Methods, including the nature and number of contact hours and the total study hours which will be expected of students, and how these relate to achievement of the intended module learning outcomes

The module will be delivered via 31 lectures and 4 examples classes.  The examples classes are all assessed. The lectures are divided into four streams.  These lectures are associated with one examples class each. They all address specific learning outcomes 11.1, 11.2 and 11.3. The examples classes are designed to address learning outcomes 11.2, 11.3 and 11.4.  The generic learning outcomes 12.1,12.3 and 12.3 are also addressed by the lectures and examples classes.
Total Contact Hours:

35

Independent Study Hours:
115

Total Study Hours:

150
16. Assessment methods and how these relate to testing achievement of the intended module learning outcomes

The module is assessed via coursework (30%) and an examination (70%). The examination is of 2 hours duration.
The coursework mark is proportioned as follows:

Four examples classes (each 25% of the coursework mark)
The coursework assesses learning outcomes 11.2, 11.3 and 11.4 and the examination will assess learning outcome 11.1.  The coursework and examination also assess generic learning outcomes 12.1, 12.2 and 12.3.
In order to obtain credit for this module, the coursework mark and the exam mark must each be greater than or equal to 30% as well as achieving the pass mark for the module.

This module will only be considered for compensation if the coursework mark and exam mark are each greater than 30%
17. Implications for learning resources, including staff, library, IT and space

None
18. The School recognises and has embedded the expectations of current disability equality legislation, and supports students with a declared disability or special educational need in its teaching. Within this module we will make reasonable adjustments wherever necessary, including additional or substitute materials, teaching modes or assessment methods for students who have declared and discussed their learning support needs. Arrangements for students with declared disabilities will be made on an individual basis, in consultation with the University’s disability/dyslexia support service, and specialist support will be provided where needed.

19. Campus(es) or Centre(s) where module will be delivered:

Canterbury
2
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