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## Contents

Integrable dynamical systems and field theory have a long history (over 100 years) - with many developments since 1968.

Integrable field theory in the presence of boundaries (one boundary or two), or defects (shocks), is more recent.

The purpose here is to give (from a personal perspective) a small collection of ideas and questions.

- Sine-Gordon field theory - a lightning review
- Bäcklund transformations and defects
- Solitons and defects
- Defects in sine-Gordon quantum field theory

Apology: references are not comprehensive.
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$$
\mathcal{L}=\frac{1}{2} \partial_{\mu} u \partial^{\mu} u-\frac{m^{2}}{\beta^{2}}(1-\cos \beta u) .
$$

The corresponding conserved energy and momentum are given by

$$
\begin{gathered}
\mathcal{E}=\int_{-\infty}^{\infty} d x\left(\frac{1}{2}\left(u_{t}^{2}+u_{x}^{2}\right)+\frac{m^{2}}{\beta^{2}}(1-\cos \beta u)\right) \\
\mathcal{P}=-\int_{-\infty}^{\infty} d x u_{t} u_{x}
\end{gathered}
$$

Well-defined provided $u$ is 'smooth' with $u_{t}, u_{x} \rightarrow 0, \beta u \rightarrow 2 n \pi$, as $x \rightarrow \pm \infty$, where $n$ is an integer or zero.
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Assume first $E>0$ (ie $e^{c}>0$ ).
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- Its energy and momentum are calculated directly to be

$$
(\mathcal{E}, \mathcal{P})=\frac{8 m}{\beta^{2}}(\cosh \theta, \sinh \theta)
$$

This expression is the energy-momentum of a relativistic particle ( $c=1$ ) of mass $M=8 m / \beta^{2}$.

- Note: assigning the units of action (ML) to the action requires $[u]^{2}=M L$ and hence $\left[\beta^{2}\right]=1 / M L$ (which is why a physicist might prefer not to put $\beta=1$ ). Since $[m]=1 / L$, this means that $M$ has the same dimensions as $\hbar m$, and it corresponds to a classically generated mass.
- A strongly localised field configuration $\sim$ a particle.
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## An anti-soliton

Return to the expression for a soliton:

$$
e^{i \beta u / 2}=\frac{1+i E}{1-i E}, \quad E=e^{a x+b t+c}
$$

and replace $c$ by $c+i \pi$ (equivalently, replace $E$ by $-E$ ). Note

$$
u_{x}=-\frac{4 a}{\beta} \frac{E}{1+E^{2}}
$$

which is always negative - this time the solution interpolates from 0 to $-2 \pi$, with identical energy-momentum. Define a conserved ('topological') charge

$$
Q=\frac{1}{2 \pi} \int_{-\infty}^{\infty} d x u_{x}=\frac{1}{2 \pi}[u(t, \infty)-u(t,-\infty)]
$$

Then $Q=1$ for a soliton and $Q=-1$ for an anti-soliton.

## Multi-solitons

It is also possible to check directly (use Maple/Mathematica) that the following expression is also a solution and describes two solitons (stems from the 60s - see any soliton book):

$$
e^{i \beta u / 2}=\frac{1+i E_{1}+i E_{2}-\Omega_{12} E_{1} E_{2}}{1-i E_{1}-i E_{2}-\Omega_{12} E_{1} E_{2}}, \quad \Omega_{12}=\tanh ^{2}\left(\frac{\theta_{1}-\theta_{2}}{2}\right),
$$

where

$$
E_{k}=e^{a_{k} x+b_{k} t+c_{k}}, a_{k}=m \cosh \theta_{k}, b_{k}=-m \sinh \theta_{k}, \quad k=1,2
$$

the sum of the individual soliton energies and momenta.
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(\mathcal{E}, \mathcal{P})=\left(\mathcal{E}_{1}, \mathcal{P}_{1}\right)+\left(\mathcal{E}_{2}, \mathcal{P}_{2}\right)
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the sum of the individual soliton energies and momenta.
Generalises to any number of solitons (point to note, rapidities are all different).

Again, $u_{x}$ is positive and, taking as example $\theta_{1}=0, \theta_{2}=0.5$, two maxima are clearly seen in the regions where the solution is changing rapidly:


In this snapshot the moving soliton is to the left of the stationary one (and the red curve represents $\sin (u / 2)$ ). Since the derivative is always positive, $u$ increases from $0 \rightarrow 4 \pi$.

## Remarks:

- Either $E_{1}$ or $E_{2}$ or both can be replaced by $-E_{1},-E_{2}$, respectively, to give solutions with soliton-anti-soliton, or two solitons.
- A simple time-periodic solution (known as a 'breather') may be constructed by setting

$$
\theta_{1}=i \lambda, \quad \theta_{2}=-i \lambda, \quad c_{1}=c_{2}
$$

- The energy-momentum of this breather is given by

$$
(\mathcal{E}, \mathcal{P})=\frac{16 m}{\beta^{2}}(\cos \lambda, 0) \equiv 2 M(\cos \lambda, 0)
$$

Evidently, the energy of a breather is less than the mass of two solitons, indicating a bound-state - further evidence for Skyrme that this was an interesting model to analyse.
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- A 'real' version of sine-Gordon is sinh-Gordon $\partial^{2} u=-\sinh u$; it is at first sight less interesting because it has no real solitons.
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## Affine Toda field theory

The sinh/sine-Gordon model is the simplest of a large class of field theories based on Lie algebra data (the sinh/sine-Gordon model is based on the roots of $a_{1}$ or su(2)).
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Hence,
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$$

A similar argument yields the energy as a boundary contribtion
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$$
U(u)=e^{u}+2 e^{-u / 2}
$$

is not in the list.
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\mathcal{L}=\theta(-x) \mathcal{L}(u)+\delta(x)\left(\frac{u v_{t}-u_{t} v}{2}-D(u, v)\right)+\theta(x) \mathcal{L}(v)
$$

The usual E-L equations provide both the field equations for $u, v$ in their respective domains and the 'sewing' conditions.

Exercise in the free case, what happens to a wave incident from (say) the left half-line?

Show that if

$$
u=\left(e^{i k x}+R e^{-i k x}\right) e^{-i \omega t}, \quad v=T e^{i k x} e^{-i \omega t}, \quad \omega^{2}=k^{2}+m^{2}
$$

then $R=0$ and find $T$. (At first sight this seems surprising.)

## sine-Gordon

Choosing $u, v$ to be sine-Gordon fields (and scaling the coupling and mass parameters to unity), we take:
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Choosing $u, v$ to be sine-Gordon fields (and scaling the coupling and mass parameters to unity), we take:

$$
D(u, v)=2\left(\sigma \cos \frac{u+v}{2}+\sigma^{-1} \cos \frac{u-v}{2}\right)
$$

to find

$$
\begin{array}{ll}
x<x_{0}: & \partial^{2} u=-\sin u \\
x>x_{0}: & \partial^{2} v=-\sin v, \\
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## The classical type II defect

Consider two relativistic field theories with fields $u$ and $v$, and add a new degree of freedom $\lambda(t)$ at the defect location:

$$
\mathcal{L}=\theta(-x) \mathcal{L}_{u}+\theta(x) \mathcal{L}_{V}+\delta(x)\left(2 q \lambda_{t}-D(\lambda, p, q)\right)
$$

where

$$
q=\left.\frac{u-v}{2}\right|_{0} \quad p=\left.\frac{u+v}{2}\right|_{0}
$$

Then the usual steps lead to

- equations of motion:

$$
\partial^{2} u=-U_{u} \quad x<0 \quad \partial^{2} v=-V_{v} \quad x>0
$$

- defect conditions at $x=0$

$$
2 q_{x}=-D_{p} \quad 2 p_{x}-2 \lambda_{t}=-D_{q} \quad 2 q_{t}=-D_{\lambda}
$$
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As before, consider momentum

$$
P=\int_{-\infty}^{0} d x u_{t} u_{x}+\int_{0}^{\infty} d x v_{t} v_{x}
$$

and seek a functional $\Omega(u, v, \lambda)$ such that $P_{t} \equiv-\Omega_{t}$. Then
$P+\left.\Omega\right|_{x=0}$ is the total conserved momentum of the system.
Constraints on $U, V, \Omega$ :

$$
D_{p}=\Omega_{\lambda} \quad D_{\lambda}=\Omega_{p} \quad D_{p} D_{q}-\Omega_{q} D_{\lambda}=2(U-V),
$$

implying
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and seek a functional $\Omega(u, v, \lambda)$ such that $P_{t} \equiv-\Omega_{t}$. Then
$P+\left.\Omega\right|_{x=0}$ is the total conserved momentum of the system.
Constraints on $U, V, \Omega$ :

$$
D_{p}=\Omega_{\lambda} \quad D_{\lambda}=\Omega_{p} \quad D_{p} D_{q}-\Omega_{q} D_{\lambda}=2(U-V)
$$

implying

$$
\begin{gathered}
D=f(p+\lambda, q)+g(p-\lambda, q) \quad \Omega=f(p+\lambda, q)-g(p-\lambda, q) \\
f_{\lambda} g_{q}-g_{\lambda} f_{q}=U(u)-V(v)
\end{gathered}
$$

- Curiousity: consider $\lambda$ and its conjugate momentum $\pi_{\lambda}=2 q$. Then, the Poisson bracket of the defect contributions to energy and momentum is related to the potential difference across the defect, that is

$$
f_{\lambda} g_{q}-g_{\lambda} f_{q}=(U-V) \leftrightarrow\{\Omega, D\}=(U-V)
$$
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- Curiousity: consider $\lambda$ and its conjugate momentum $\pi_{\lambda}=2 q$. Then, the Poisson bracket of the defect contributions to energy and momentum is related to the potential difference across the defect, that is

$$
f_{\lambda} g_{q}-g_{\lambda} f_{q}=(U-V) \leftrightarrow\{\Omega, D\}=(U-V)
$$

- Exercise - show that it is now possible to choose $f, g$ in such a way that the potentials $U, V$ can be any one of sine-Gordon, Liouville, Tzitzéica, or quadratic. Are there solutions other than the integrable cases?
- Remark In the sine-Gordon case the type-II defect is a new object - in a sense it is a 'fused' pair of type-I defects (EC, Zambon, 2010). See also Weston 2010.
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$$
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## Zamolodchikov's sine-Gordon S-matrix - reminder

$$
S_{a b}^{c d}(\Theta)=\rho(\Theta)\left(\begin{array}{cccc}
A & 0 & 0 & 0 \\
0 & C & B & 0 \\
0 & B & C & 0 \\
0 & 0 & 0 & A
\end{array}\right)
$$

where

$$
A(\Theta)=\frac{q x_{2}}{x_{1}}-\frac{x_{1}}{q x_{2}}, B(\Theta)=\frac{x_{1}}{x_{2}}-\frac{x_{2}}{x_{1}}, C(\Theta)=q-\frac{1}{q}
$$

and

$$
\begin{aligned}
\rho(\Theta) & =\frac{\Gamma(1+z) \Gamma(1-\gamma-z)}{2 \pi i} \prod_{1}^{\infty} R_{k}(\Theta) R_{k}(i \pi-\Theta) \\
R_{k}(\Theta) & =\frac{\Gamma(2 k \gamma+z) \Gamma(1+2 k \gamma+z)}{\Gamma((2 k+1) \gamma+z) \Gamma(1+(2 k+1) \gamma+z)}, z=i \gamma / \pi .
\end{aligned}
$$

The Zamolodchikov S-matrix depends on the rapidity variables $\theta$ and the bulk coupling $\beta$ via

$$
x=e^{\gamma \theta}, q=e^{i \pi \gamma}, \gamma=\frac{8 \pi}{\beta^{2}}-1
$$

and it is also useful to define the variable

$$
Q=e^{4 \pi^{2} i / \beta^{2}}=\sqrt{-q}
$$

## - K-L solutions have the form
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The Zamolodchikov S-matrix depends on the rapidity variables $\theta$ and the bulk coupling $\beta$ via

$$
x=e^{\gamma \theta}, q=e^{i \pi \gamma}, \gamma=\frac{8 \pi}{\beta^{2}}-1
$$

and it is also useful to define the variable

$$
Q=e^{4 \pi^{2} i / \beta^{2}}=\sqrt{-q}
$$

- K-L solutions have the form

$$
T_{a \alpha}^{b \beta}(\theta)=f(q, x)\left(\begin{array}{cc}
Q^{\alpha} \delta_{\alpha}^{\beta} & q^{-1 / 2} e^{\gamma(\theta-\eta)} \delta_{\alpha}^{\beta-2} \\
q^{-1 / 2} e^{\gamma(\theta-\eta)} \delta_{\alpha}^{\beta+2} & Q^{-\alpha} \delta_{\alpha}^{\beta}
\end{array}\right)
$$

where $f(q, x)$ is not uniquely determined but, for a unitary transmission matrix should satisfy....
....namely

$$
\begin{aligned}
\bar{f}(q, x) & =f(q, q x) \\
f(q, x) f(q, q x) & =\left(1+e^{2 \gamma(\theta-\eta)}\right)^{-1}
\end{aligned}
$$

A slightly alternative discussion of these points is given in Bowcock, EC, Zambon, 2005, where most of the properties noted below are also described.
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....namely
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\begin{aligned}
\bar{f}(q, x) & =f(q, q x) \\
f(q, x) f(q, q x) & =\left(1+e^{2 \gamma(\theta-\eta)}\right)^{-1}
\end{aligned}
$$

A slightly alternative discussion of these points is given in Bowcock, EC, Zambon, 2005, where most of the properties noted below are also described.

- A 'minimal' solution has the following form

$$
f(q, x)=\frac{e^{i \pi(1+\gamma) / 4}}{1+i e^{\gamma(\theta-\eta)}} \frac{r(x)}{\bar{r}(x)}
$$

where it is convenient to put $z=i \gamma(\theta-\eta) / 2 \pi$ and

$$
r(x)=\prod_{k=0}^{\infty} \frac{\Gamma(k \gamma+1 / 4-z) \Gamma((k+1) \gamma+3 / 4-z)}{\Gamma((k+1 / 2) \gamma+1 / 4-z) \Gamma((k+1 / 2) \gamma+3 / 4-z)}
$$
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....This is simple and coincides with the expression we calculated previously in the linearised model.

- This is also amenable to perturbative calculation and it works out (with a renormalised $\eta$ ) - See Bajnok and Simon, 2007.
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- All this refers to type-I but recently a new solution has been found corresponding to type-II (EC, Zambon, 2010), and a new way of regarding both has been developed (Weston, 2010).

Further questions....

- Moving shocks can be constructed in sine-Gordon theory but their quantum scattering is not yet completely analysed, though there is a candidate S-matrix compatible with the soliton transmission matrix. (Bowcock, EC, Zambon, 2005; Weston, 2010)
- Some alternative views and other aspects are discussed in several places. (For example Habibullin, Kundu, 2007)
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