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#### Abstract

We consider a finite buffer system where the buffer content moves in a Markov-additive way while it is strictly between the buffer boundaries. Upon reaching the upper boundary of the buffer the content is not allowed to go higher and for every additional input into the system a penalty must be paid (to negotiate buffer overflow). At the lower boundary (empty buffer) the process terminates. For this system we determine the joint distribution of the total overflow and the last time of being at the upper boundary. The analysis is performed using exursion theory for Markov-additive processes.


## 1 Introduction

We shall consider a finite buffer system where the buffer content changes according to a Markov-additive process (MAP) while it is strictly between the buffer boundaries. Upon reaching the upper boundary of the buffer the content is not allowed to go higher and for every additional input into the system a penalty must be paid (to negotiate buffer overflow). At the lower boundary (empty buffer) the process terminates.

Such a system plays an important role in different areas of applied probability. It might represent a dam and its storage (or capacity) process. It is also used in insurance mathematics to model dividend payments. In queueing theory a penalty for buffer overflow is a standard consequence and termination once the buffer is empty is a natural restriction to the busy cycle. The content of the buffer is often called work load or virtual waiting time in queueing applications.

The model to be analysed in this paper is general enough to encompass a large variety of popular modelling approaches. Among them are Markovian single server queues (with BMAP input, see [17] for definition and [10] for estimation, and phase-type service time distributions, see [18] for definition, [7] for estimation, and [11] for a recent continuity result) or stochastic fluid flows with possible Brownian perturbation (see the seminal paper [3] or [1,9] for recent related results without perturbation). An algorithmic solution for the time to buffer overflow in a Markov-additive framework is given in [6], section 6, see also [2]. An algorithmic solution for the expectation of the total overflow during a cycle is presented in [13], albeit in terms of insurance risk.

Assuming that the penalty to be paid is simply the amount of system input while the buffer is full (the total buffer overflow), we shall determine the joint distribution of this penalty and the last time of being at the upper boundary. We do not assume necessarily that the system starts with an empty buffer.

The analysis is performed mainly by matrix-analytic methods using probabilistic arguments wherever possible. This naturally results in formulas containing matrices which are to be computed via fixed point iterations. We shall present examples for the simple cases allowing explicit scalar solutions. This restriction is due to the circumstance that only for these there are solutions in the literature which can be compared with results in the present paper.

The paper is structured as follows. Section 2 contains an exact definition of the model to be analysed and the performance measures we wish to determine. Section 3 presents preparatory results from recent literature that will be needed in this paper. Section 4 finally contains the main result. Examples will be developed throughout the paper in subsequent stages.

## 2 The model

Let $\tilde{\mathcal{J}}=\left(\tilde{J}_{t}: t \geq 0\right)$ be an irreducible Markov process with finite state space $\tilde{E}$ and infinitesimal generator matrix $\tilde{Q}=\left(\tilde{q}_{i j}\right)_{i, j \in \tilde{E}}$. We call $\tilde{J}_{t}$ the phase at time $t \geq 0$ (another common name is regime). Define the real-valued process $\tilde{\mathcal{X}}=\left(\overline{\tilde{X}}_{t}: t \geq 0\right)$ as evolving like a Lévy process $\tilde{\mathcal{X}}^{(i)}$ with parameters $\tilde{\mu}_{i}$ (drift), $\tilde{\sigma}_{i}^{2}$ (variation), and $\tilde{\nu}_{i}$ (Lévy measure) during intervals when the phase equals $i \in \tilde{E}$. For the sake of a more concise presentation we exclude the case of $\tilde{\mu}_{i}=\tilde{\sigma}_{i}^{2}=0$, i.e. a pure jump process or the constant zero process, for any phase $i \in \tilde{E}$. Whenever $\tilde{\mathcal{J}}$ jumps from a state $i \in \tilde{E}$ to another state $j \in \tilde{E}$, this may be accompanied by a jump of $\underset{\tilde{\mathcal{X}}}{\tilde{\mathcal{J}}}$ with some distribution function $F_{i j}$. Then the two-dimensional process $(\tilde{\mathcal{X}}, \tilde{\mathcal{J}})$ is called a Markov-additive process (or shortly MAP). In short, a MAP is a Markov-modulated Lévy process with possible jumps at phase changes. For a textbook introduction to MAPs see [4], chapter XI.

We now turn to define our model $\mathcal{B}=\left(B_{t}: t \geq 0\right)$ for the buffer content, where $B_{t}$ shall denote the content level at time $t$. Let $b \geq 0$ denote the upper buffer boundary beyond which overflow occurs and penalty must be paid. As long as $0<B_{t}<b$, the process $\mathcal{B}$ equals $\tilde{\mathcal{X}}$. Upon passing the upper boundary $b$ from below, $\mathcal{B}$ does not increase above $b$ and any additional buffer input is recorded as overflow. If a positive jump of size $x$ occurs at time $t$ and $b-x<B_{t-}<b$, then we agree upon the rule that the buffer content rises up to $b$ and the overflow increases by $B_{t-}(b-x)$. Upon passing the lower boundary 0 from above, the busy cycle concludes and we stop our examination. Thus we consider $\mathcal{B}$ as a MAP that is reflected at the upper boundary $b$ and terminates upon passing the lower boundary 0 . In exact terms,

$$
B_{t}:=\tilde{X}_{t}-\left(\sup _{s \leq t} \tilde{X}_{s}-b\right)^{+}
$$

for all $t<\tau_{B}(0)$, where $(V)^{+}:=\max (V, 0)$ and

$$
\begin{equation*}
\tau_{B}(0):=\inf \left\{t \geq 0: \tilde{X}_{t}-\left(\sup _{s \leq t} \tilde{X}_{s}-b\right)^{+} \leq 0\right\} \tag{1}
\end{equation*}
$$

For the sake of defining $\mathcal{B}$ at all times, say $B_{t}:=0$ for all $t \geq \tau_{B}(0)$.
Denote the initial buffer content by $u:=B_{0} \geq 0$. We may assume $u \leq b$ without loss of generality, since $b<u$ would entail an immediate pay-out of a penalty of $u-b$ and the buffer content process would continue with initial surplus $b$.

Let $D$ denote the total overflow during a busy cycle. This can be defined as follows. First, let

$$
\tilde{S}(t):=\left(\sup _{s \leq t} \tilde{X}_{s}-b\right)^{+}
$$

denote the overflow until time $t \in\left[0, \tau_{B}(0)\right]$. Then $D:=\tilde{S}\left(\tau_{B}(0)\right)$ is the total overflow during a busy cycle. Define the generalised inverse of the function $\tilde{S}(t)$ by

$$
\tilde{S}^{-1}(x):=\inf \{t \geq 0: \tilde{S}(t) \geq x\}
$$

for $x \geq 0$. Then $\tilde{S}^{-1}(D)$ is the last time of overflow before the end of the busy cycle.

In this paper we shall determine the joint distribution of $D$ and $\tilde{S}^{-1}(D)$ in the form of an expression for

$$
\bar{F}(x, \gamma):=\mathbb{E}\left(e^{-\gamma \tilde{S}^{-1}(x)} ; D>x\right)
$$

where $x \geq 0$ and $\gamma \geq 0$. Note that $\tilde{S}^{-1}(D)$ signifies the time of the last overflow and may be strictly smaller than $\tau_{B}(0)$, the end of the busy cycle. Further note that the process $\mathcal{B}$ and hence $\bar{F}(x, \gamma)$ is completely determined by $\tilde{\mathcal{X}}$.

Example 1 We consider the classical $M / M / 1$ queue. Inter-arrival and service times are iid exponential with parameter $\lambda>0$ and $\beta>0$, respectively. The total work load at time $t \geq 0$ (including the overflow) within a busy cycle starting with a buffer content $u>0$ is given by

$$
\begin{equation*}
\tilde{X}_{t}=u+\sum_{n=0}^{N_{t}} C_{n}-t \tag{2}
\end{equation*}
$$

where $\left(N_{t}: t \geq 0\right)$ is a Poisson process with intensity $\lambda$ and the $C_{n}, n \in \mathbb{N}$, are iid random variables with exponential distribution of parameter $\beta$.

The total work load process can be analysed as a MAP with exponential (and hence phase-type) positive jumps with parameter $\beta$. For this, we would need only one phase, i.e. $|\tilde{E}|=1$. This phase governs a Lévy process with parameters $\tilde{\sigma}=0, \tilde{\mu}=-1$, and $\tilde{\nu}(d x)=\lambda e^{-\beta x} \beta d x$ for all $x>0$.

Before we can proceed by analysing our model, we first need to collect some necessary preliminary results for MAPs. This shall be the purpose of the next section.

## 3 Preliminaries

### 3.1 Markov-additive processes with phase-type jumps

In this section we introduce the restriction that all jumps have a phase-type distribution. Then we construct a new $\operatorname{MAP}(\mathcal{X}, \mathcal{J})$ from the given $\operatorname{MAP}(\tilde{\mathcal{X}}, \tilde{\mathcal{J}})$ without losing any information. This new MAP will have continuous paths which simplifies the one- and two-sided exit problems (cf. sections 3.2 and 3.3) considerably.

Denote the indicator function of a set $A$ by $\mathbb{I}_{A}$. We assume that the Lévy measures $\tilde{\nu}_{i}$ have the form

$$
\begin{align*}
\tilde{\nu}_{i}(d x)= & \lambda_{i}^{+}
\end{align*} \quad \mathbb{I}_{\{x>0\}} \alpha^{(i i)+} \exp \left(T^{(i i)+} x\right) \eta^{(i i)+} d x .
$$

for all $i \in \tilde{E}$, where $\lambda_{i}^{ \pm} \geq 0$ and $\left(\alpha^{(i i) \pm}, T^{(i i) \pm}\right)$ are representations of phasetype distributions without an atom at 0 . The $\eta^{(i i) \pm}:=-T^{(i i) \pm} \mathbf{1}$ are called the exit vectors, where $\mathbf{1}$ denotes a column vector of appropriate dimension with all entries being 1. This means that the jump process induced by the Lévy measure $\nu_{i}$ is compound Poisson with jump sizes of a doubly phase-type distribution. Denote the order of $P H\left(\alpha^{(i i) \pm}, T^{(i i) \pm}\right)$ by $m_{i i}^{ \pm}$. Further write $\lambda_{i}:=\lambda_{i}^{+}+\lambda_{i}^{-}$.

Likewise, let $p_{i j}^{+}$(resp. $p_{i j}^{-}$) denote the probability that a positive (resp. negative) jump is induced by a phase change from $i \in \tilde{E}$ to $j \in \tilde{E}$, and assume that these jumps have a $P H\left(\alpha^{(i j) \pm}, T^{(i j) \pm}\right)$ distribution without an atom at 0 . Note that $p_{i j}^{+}+p_{i j}^{-} \leq 1$ for all $i, j \in \tilde{E}$. Let $m_{i j}^{ \pm}$denote the order of $P H\left(\alpha^{(i j) \pm}, T^{(i j) \pm}\right)$ and define $\eta^{(i j) \pm}:=-T^{(i j) \pm} \mathbf{1}$.

The class of Markov-additive processes with these assumptions of phase-type jumps is dense within the class of all MAPs, see [5], proposition 1. The main advantage of the phase-type restriction on the jump distributions is the possibility of transforming the jumps into a succession of linear pieces of exponential duration (each with slope 1 or -1 ) and retrieving the original process via a simple time change, see [8].

This is done in the following way. Without the jumps, the Lévy process $\tilde{\mathcal{X}}^{(i)}$ during a phase $i \in \tilde{E}$ is either a linear drift (i.e. $\tilde{\sigma}_{i}=0$ ) or a Brownian motion (with parameters $\tilde{\sigma}_{i}>0$ and $\tilde{\mu}_{i} \in \mathbb{R}$ ). Considering this MAP (without the jumps) we can partition its phase space $\tilde{E}$ into the subspaces $E_{p}$ (for positive drifts), $E_{\sigma}$ (for Brownian motions), and $E_{n}$ (for negative drifts). We thus define

$$
\begin{align*}
& E_{p}:=\left\{i \in \tilde{E}: \tilde{\mu}_{i}>0, \tilde{\sigma}_{i}=0\right\}, \quad E_{n}:=\left\{i \in \tilde{E}: \tilde{\mu}_{i}<0, \tilde{\sigma}_{i}=0\right\}  \tag{4}\\
\text { and } & E_{\sigma}:=\left\{i \in \tilde{E}: \tilde{\sigma}_{i}>0\right\}
\end{align*}
$$

Note that $\tilde{E}=E_{p} \cup E_{\sigma} \cup E_{n}$, since we have excluded the case of $\tilde{\mu}_{i}=\tilde{\sigma}_{i}^{2}=0$ for any phase $i \in \tilde{E}$. Then we introduce two new phase spaces

$$
\begin{equation*}
E_{ \pm}:=\left\{(i, j, k, \pm): i, j \in E_{p} \cup E_{\sigma} \cup E_{n}, 1 \leq k \leq m_{i j}^{ \pm}\right\} \tag{5}
\end{equation*}
$$

to model the jumps. Define now the enlarged phase space $E=E_{+} \cup \tilde{E} \cup E_{-}$. We define the modified MAP $(\mathcal{X}, \mathcal{J})$ over the phase space $E$ as follows. Set the parameters $\left(\mu_{i}, \sigma_{i}^{2}, \nu_{i}\right)$ for $i \in E$ as

$$
\left(\mu_{i}, \sigma_{i}^{2}, \nu_{i}\right):= \begin{cases}( \pm 1,0, \mathbf{0}), & i \in E_{ \pm}  \tag{6}\\ \left(\tilde{\mu}_{i}, \tilde{\sigma}_{i}, \mathbf{0}\right), & i \in \tilde{E}=E_{p} \cup E_{\sigma} \cup E_{n}\end{cases}
$$

This leads to the cumulant functions

$$
\psi_{i}(\alpha)= \begin{cases} \pm \alpha, & i \in E_{ \pm}  \tag{7}\\ \mu_{i} \alpha, & i \in E_{p} \cup E_{n} \\ \frac{1}{2} \sigma_{i}^{2} \alpha^{2}+\mu_{i} \alpha, & i \in E_{\sigma}\end{cases}
$$

We shall order the new phase space $E=E_{+} \cup E_{p} \cup E_{\sigma} \cup E_{n} \cup E_{-}$such that $i_{+}<i_{p}<i_{\sigma}<i_{n}<i_{-}$for phases $i_{*} \in E_{*}$. Let $E_{c}:=E_{p} \cup E_{\sigma} \cup E_{n}$ denote the subspace of $E$ that contains all phases under which the real time movements are continuous. The modified phase process $\mathcal{J}$ is determined by its generator $Q=\left(q_{i j}\right)_{i, j \in E}$. For this the construction above yields

$$
q_{i h}= \begin{cases}\tilde{q}_{i i}-\lambda_{i}, & h=i \in E_{c}  \tag{8}\\ \tilde{q}_{i h} \cdot\left(1-p_{i h}^{+}-p_{i h}^{-}\right), & h \in E_{c}, h \neq i \\ \lambda_{i}^{ \pm} \alpha_{k}^{(i i) \pm}, & h=(i, i, k, \pm) \\ \tilde{q}_{i j} \cdot p_{i j}^{ \pm} \cdot \alpha_{k}^{(i j) \pm}, & h=(i, j, k, \pm)\end{cases}
$$

for $i \in E_{c}$ as well as

$$
\begin{equation*}
q_{(i, j, k, \pm),(i, j, l, \pm)}=T_{k l}^{(i j) \pm} \quad \text { and } \quad q_{(i, j, k, \pm), j}=\eta_{k}^{(i j) \pm} \tag{9}
\end{equation*}
$$

for $i, j \in E_{c}$ and $1 \leq k, l \leq m_{i j}^{ \pm}$. For later use we define $q_{i}:=-q_{i i}$ for all $i \in E$.
The original level process $\tilde{\mathcal{X}}$ is retrieved via the time change

$$
\begin{equation*}
c(t):=\int_{0}^{t} \mathbb{I}_{\left\{J_{s} \in E_{c}\right\}} d s \quad \text { and } \quad \tilde{X}_{c(t)}=X_{t} \tag{10}
\end{equation*}
$$

for all $t \geq 0$. Likewise, we obtain

$$
S(t):=\left(\sup _{s \leq t} X_{s}-b\right)^{+}=\left(\sup _{s \leq c(t)} \tilde{X}_{s}-b\right)^{+}=\tilde{S}(c(t))
$$

and for the generalised inverse

$$
\tilde{S}^{-1}(x)=c\left(S^{-1}(x)\right)
$$

The inverses of the cumulant functions $\psi_{i}$ can be given explicitly as

$$
\phi_{i}(\beta)= \begin{cases} \pm \beta, & i \in E_{ \pm}  \tag{11}\\ \frac{\beta}{\mu_{i}}, & i \in E_{p} \cup E_{n} \\ \frac{1}{\sigma_{i}} \sqrt{2 \beta+\frac{\mu_{i}^{2}}{\sigma_{i}^{2}}}-\frac{\mu_{i}}{\sigma_{i}^{2}}, & i \in E_{\sigma}\end{cases}
$$

We shall, however, use them only for the so-called ascending phases $i \in E_{a}:=$ $E_{+} \cup E_{p} \cup E_{\sigma}$.

Example 2 Continuing example 1, we obtain the $\operatorname{MAP}(\mathcal{X}, \mathcal{J})$ as follows. In equation (3) we have $\lambda_{2}^{+}=\lambda$ and $\lambda_{2}^{-}=0$. Further $m_{22}^{+}=1$ since the positive jumps have an exponential distribution. Hence the enlarged phase space is given by $E_{+}=\{1\}, E_{n}=\{2\}$, and $E_{p}=E_{\sigma}=E_{-}=\emptyset$. The parameters are given by $\sigma_{1}=\sigma_{2}=0, \mu_{1}=1, \mu_{2}=-1, \nu_{1}=\nu_{2}=\mathbf{0}$, and

$$
Q=\left(\begin{array}{cc}
-\beta & \beta \\
\lambda & -\lambda
\end{array}\right)
$$

### 3.2 First passage times

Of central use in the present paper will be the recent derivation of the Laplace transforms for the first passage times of MAPs as given in [12]. We call the phases $i \in E_{d}:=E_{n} \cup E_{-}$descending. Define the first passage times

$$
\tilde{\tau}(x):=\inf \left\{t \geq 0: \tilde{X}_{t}>x\right\} \quad \text { and } \quad \tau(x):=\inf \left\{t \geq 0: X_{t}>x\right\}
$$

for all $x \geq 0$ and assume that $\tilde{X}_{0}=X_{0}=0$. Note that $\tilde{\tau}(x)$ is the first passage time over the level $x$ for the original MAP $\tilde{\mathcal{X}}$, meaning that we do not count the time spent in jump phases $i \in E_{ \pm}$. This means that

$$
\tilde{\tau}(x)=c(\tau(x))=\int_{0}^{\tau(x)} \mathbb{I}_{\left\{J_{s} \in E_{c}\right\}} d s
$$

according to (10). In particular, we may compute expectations over $\tilde{\tau}(x)$ using the distribution of the modified $\operatorname{MAP}(\mathcal{X}, \mathcal{J})$ only and without needing to recur to the original $\operatorname{MAP}(\tilde{\mathcal{X}}, \tilde{\mathcal{J}})$. For $\gamma \geq 0$ denote

$$
\mathbb{E}_{i j}\left(e^{-\gamma \tilde{\tau}(x)}\right):=\mathbb{E}\left(e^{-\gamma \tilde{\tau}(x)} ; J_{\tau(x)}=j \mid J_{0}=i, X_{0}=0\right)
$$

for all $i, j \in E$. Let $\mathbb{E}\left(e^{-\gamma \tilde{\tau}(x)}\right)$ denote the matrix with these entries and write

$$
\mathbb{E}\left(e^{-\gamma \tilde{\tau}(x)}\right)=\binom{\mathbb{E}_{(a, a)}\left(e^{-\gamma \tilde{\tau}(x)}\right) \mathbb{E}_{(a, d)}\left(e^{-\gamma \tilde{\tau}(x)}\right)}{\mathbb{E}_{(d, a)}\left(e^{-\gamma \tilde{\tau}(x)}\right) \mathbb{E}_{(d, d)}\left(e^{-\gamma \tilde{\tau}(x)}\right)}
$$

in obvious block notation with respect to the subspaces $E_{a}=E_{+} \cup E_{p} \cup E_{\sigma}$ (ascending phases) and $E_{d}=E_{n} \cup E_{-}$(descending phases).

Since a first passage to a level above cannot occur in a descending phase, we obtain first $\mathbb{P}\left(J_{\tau(x)}=j\right)=0$ for all $j \in E_{d}$ and thus

$$
\mathbb{E}_{(d, d)}\left(e^{-\gamma \tilde{\tau}(x)}\right)=\mathbb{E}_{(a, d)}\left(e^{-\gamma \tilde{\tau}(x)}\right)=\mathbf{0}
$$

where $\mathbf{0}$ denotes a zero matrix of suitable dimension. Equation (6) in [12] states that

$$
\mathbb{E}_{(d, a)}\left(e^{-\gamma \tilde{\tau}(x)}\right)=A(\gamma) e^{U(\gamma) x}
$$

and

$$
\mathbb{E}_{(a, a)}\left(e^{-\gamma \tilde{\tau}(x)}\right)=e^{U(\gamma) x}
$$

for some sub-generator matrix $U(\gamma)$ of dimension $E_{a} \times E_{a}$ and a sub-transition matrix $A(\gamma)$ of dimension $E_{d} \times E_{a}$. Altogether we can write

$$
\begin{equation*}
\mathbb{E}\left(e^{-\gamma \tilde{\tau}(x)}\right)=\binom{I_{a}}{A(\gamma)}\left(e^{U(\gamma) x} \mathbf{0}\right) \tag{12}
\end{equation*}
$$

where $I_{a}$ denotes the identity matrix of dimension $E_{a} \times E_{a}$.
Write $\Delta_{q}:=\operatorname{diag}\left(q_{i}\right)_{i \in E}$ and let $P=\Delta_{q}^{-1} Q+I$ denote the transition matrix of phase changes. Note that $p_{i i}=0$ for all $i \in E$.

In order to shorten notation, we shall write $A=A(\gamma)$ and $U=U(\gamma)$ unless we wish to stress dependence on $\gamma$. According to theorem 3 in [12], $A$ and $U$ satisfy the following equations:

$$
\begin{aligned}
e_{h}^{\prime} U & =\sum_{l=1}^{m_{i j}^{+}} T_{k l}^{(i j)+} e_{(i, j, l,+)}^{\prime}+\eta_{k}^{(i j)+} e_{j}^{\prime}\binom{I_{a}}{A} \quad \text { for } h=(i, j, k,+) \in E_{+}, \\
e_{i}^{\prime} U & =\phi_{i}\left(q_{i}\right) \sum_{j \in E} p_{i j} e_{j}^{\prime}\binom{I_{a}}{A} L_{i}(-U)-\phi_{i}\left(q_{i}+\gamma\right) e_{i}^{\prime} \quad \text { for } i \in E_{p} \cup E_{\sigma}, \\
e_{i}^{\prime} A & =\sum_{j \in E, j \neq i} q_{i j} e_{j}^{\prime}\binom{I_{a}}{A}\left(\left(q_{i}+\gamma\right) I_{a}-\psi_{i}(-U)\right)^{-1} \quad \text { for } i \in E_{n}, \text { and } \\
e_{i}^{\prime} A & =\sum_{j \in E, j \neq i} q_{i j} e_{j}^{\prime}\binom{I_{a}}{A}\left(q_{i} I_{a}-\psi_{i}(-U)\right)^{-1} \quad \text { for } i \in E_{-} .
\end{aligned}
$$

where $e_{i}^{\prime}, e_{j}^{\prime}$ and $e_{h}^{\prime}$ denote canonical row base vectors with suitable dimension. For the MAP $(\mathcal{X}, \mathcal{J})$ with continuous level process, the matrix function

$$
L_{i}(-U)=\frac{q_{i}}{\phi_{i}\left(q_{i}\right)} \cdot\left(\phi_{i}\left(q_{i}+\gamma\right) I_{a}+U\right) \cdot\left(\left(q_{i}+\gamma\right) I_{a}-\psi_{i}(-U)\right)^{-1}
$$

can be simplified considerably. For $i \in E_{\sigma}$, the same arguments as in [12], example 2, lead to

$$
\begin{equation*}
L_{i}(-U)=\phi_{i}^{*}\left(q_{i}\right) \cdot\left(\phi_{i}^{*}\left(q_{i}+\gamma\right) I_{a}-U\right)^{-1} \tag{13}
\end{equation*}
$$

with

$$
\begin{equation*}
\phi_{i}^{*}(\beta)=\frac{1}{\sigma_{i}} \sqrt{2 \beta+\frac{\mu_{i}^{2}}{\sigma_{i}^{2}}}+\frac{\mu_{i}}{\sigma_{i}^{2}} \tag{14}
\end{equation*}
$$

Furthermore, $L_{i}(-U)=I_{a}$ for $i \in E_{p}$ (see example 3 in [12]), while according to (7) $\psi_{i}(-U)=-\mu_{i} U$ for $i \in E_{n}$, and $\psi_{i}(-U)=U$ for $i \in E_{-}$. Hence the equations above involve rather simple expressions only.

Considering (11), the matrices $A(\gamma)$ and $U(\gamma)$ can be determined by successive approximation as the limit of the sequence $\left(\left(A_{n}, U_{n}\right): n \geq 0\right)$ with initial
values $A_{0}:=\mathbf{0}, U_{0}:=-\operatorname{diag}\left(\phi_{i}\left(q_{i}+\gamma\right) 1_{i \in E_{\sigma} \cup E_{p}}+\phi_{i}\left(q_{i}\right) 1_{i \in E_{+}}\right)_{i \in E_{a}}$, and the following iteration:

$$
\begin{aligned}
e_{h}^{\prime} U_{n+1} & =\sum_{l=1}^{m_{i j}^{+}} T_{k l}^{(i j)+} e_{(i, j, l,+)}^{\prime}+\eta_{k}^{(i j)+} e_{j}^{\prime}\binom{I_{a}}{A_{n}} \quad \text { for } h=(i, j, k,+) \in E_{+}, \\
e_{i}^{\prime} U_{n+1} & =-\frac{q_{i}+\gamma}{\mu_{i}} e_{i}^{\prime}+\frac{1}{\mu_{i}} \sum_{j \in E, j \neq i} q_{i j} e_{j}^{\prime}\binom{I_{a}}{A_{n}} \quad \text { for } i \in E_{p}, \\
e_{i}^{\prime} A_{n+1} & =\sum_{j \in E, j \neq i} q_{i j} e_{j}^{\prime}\binom{I_{a}}{A_{n}}\left(\left(q_{i}+\gamma\right) I+\mu_{i} U_{n}\right)^{-1} \quad \text { for } i \in E_{n} \\
e_{i}^{\prime} A_{n+1} & =\sum_{j \in E, j \neq i} q_{i j} e_{j}^{\prime}\binom{I_{a}}{A_{n}}\left(q_{i} I-U_{n}\right)^{-1} \quad \text { for } i \in E_{-}, \text {and } \\
e_{i}^{\prime} U_{n+1} & =\frac{2}{\sigma_{i}^{2}} \sum_{j \in E, j \neq i} q_{i j} e_{j}^{\prime}\binom{I_{a}}{A_{n}}\left(\phi_{i}^{*}\left(q_{i}+\gamma\right) I-U_{n}\right)^{-1}-\phi_{i}\left(q_{i}+\gamma\right) e_{i}^{\prime}
\end{aligned}
$$

for $i \in E_{\sigma}$. For the last equality the relation $\phi_{i}\left(q_{i}\right) \phi_{i}^{*}\left(q_{i}\right)=2 q_{i} / \sigma_{i}^{2}$ has been used. Note that the only difference between the iterations for $E_{n}$ and $E_{-}$is the missing $\gamma$ in the last factor for $E_{-}$, reflecting that we do not discount the time for phases $i \in E_{-}$as they are jump phases in real time.

Example 3 Continuing example 2, first note that phase 1 represents the upwards jumps and we will not discount the time during sojourns in it. As shown in [12], example 5, the Laplace transform of the first passage time over a level $x>0$, is given by

$$
\mathbb{E}\left(e^{-\gamma \tilde{\tau}(x)}\right)=A e^{U x} \quad \text { where } \quad A=\frac{\beta-R}{\beta}, \quad U=-R
$$

and

$$
-R=\frac{1}{2}\left(\lambda+\gamma-\beta-\sqrt{(\beta-\gamma-\lambda)^{2}+4 \beta \gamma}\right)
$$

This coincides with equation (4.24) in [15], noting that $\gamma$ is denoted as $\delta$ there and $c=1$ in our case.

### 3.3 The two-sided exit problem

Define the stopping times $\tau(0, b):=\inf \left\{t \geq 0: X_{t}<0 \quad\right.$ or $\left.\quad X_{t}>b\right\}$ and

$$
\begin{equation*}
\tilde{\tau}(0, b):=\int_{0}^{\tau(0, b)} \mathbb{I}_{\left\{J_{s} \in E_{c}\right\}} d s=\inf \left\{t \geq 0: \tilde{X}_{t}<0 \quad \text { or } \quad \tilde{X}_{t}>b\right\} \tag{15}
\end{equation*}
$$

which are the exit times of $\mathcal{X}$ and $\tilde{\mathcal{X}}$ from the interval $[0, b]$, respectively. For the main result we need an expression for

$$
\Psi_{i j}^{+}(b \mid x):=\mathbb{E}\left(e^{-\gamma \tilde{\tau}(0, b)} ; X_{\tau(0, b)}=b, J_{\tau(0, b)}=j \mid J_{0}=i, X_{0}=x\right)
$$

where $x \in[0, b]$ and $i, j \in E$. Clearly $\Psi_{i j}^{+}(b \mid x)=0$ for $j \in E_{d}$ since an exit over the upper boundary can occur only in an ascending phase. Define the matrix $\Psi^{+}(b \mid x):=\left(\Psi_{i j}^{+}(b \mid x)\right)_{i \in E, j \in E_{a}}$. A formula for $\Psi^{+}(b \mid x)$ has been derived in [16]. In order to state it we need some additional notation.

Let $\left(\mathcal{X}^{+}, \mathcal{J}\right)$ denote the MAP as constructed in section 3.1 and define the process $\mathcal{X}^{-}=\left(X_{t}^{-}: t \geq 0\right)$ by $X_{t}^{-}:=-X_{t}^{+}$for all $t>0$ given that $X_{0}^{+}=$ $X_{0}^{-}=0$. Thus $\left(\mathcal{X}^{-}, \mathcal{J}\right)$ is the negative of $\left(\mathcal{X}^{+}, \mathcal{J}\right)$. The two processes have the same generator matrix $Q$ for $\mathcal{J}$, but the cumulant functions of the Lévy process governed by phase $i \in E$ are different and relate as $\psi_{i}^{-}(\alpha)=\psi_{i}^{+}(-\alpha)$. Denoting variation and drift parameters for $\mathcal{X}^{ \pm}$by $\sigma_{i}^{ \pm}$and $\mu_{i}^{ \pm}$, respectively, this means $\sigma_{i}^{+}=\sigma_{i}^{-}$and $\mu_{i}^{-}=-\mu_{i}^{+}$for all $i \in E$. This of course implies that phases $i \in E_{+} \cup E_{p}$ (resp. $i \in E_{-} \cup E_{n}$ ) are descending (resp. ascending) phases for $\mathcal{X}^{-}$.

Let $A^{ \pm}(\gamma)$ and $U^{ \pm}(\gamma)$ denote the matrices that determine the first passage times in (12). We shall write $A^{ \pm}=A^{ \pm}(\gamma)$ and $U^{ \pm}=U^{ \pm}(\gamma)$ except in cases when we wish to underline the dependence on $\gamma$. Define the matrices

$$
C^{+}:=\left(\begin{array}{cc}
\mathbf{0} & I_{E_{\sigma}} \\
A^{+}
\end{array}\right) \quad \text { and } \quad C^{-}:=\binom{A^{-}}{I_{E_{\sigma}}}
$$

of dimensions $\left(E_{\sigma} \cup E_{d}\right) \times E_{a}$ and $E_{a} \times\left(E_{\sigma} \cup E_{d}\right)$, respectively. Further define

$$
W^{+}:=\binom{I_{E_{a}}}{A^{+}} \quad \text { and } \quad W^{-}:=\binom{A^{-}}{I_{E_{\sigma} \cup E_{d}}}
$$

which are matrices of dimensions $E \times E_{a}$ and $E \times\left(E_{\sigma} \cup E_{d}\right)$. Finally, let $Z^{ \pm}:=$ $C^{ \pm} e^{U^{ \pm} \cdot b}$. Then equation (23) in [16] states that

$$
\begin{equation*}
\Psi^{+}(b \mid x)=\left(W^{+} e^{U^{+} \cdot(b-x)}-W^{-} e^{U^{-} \cdot x} Z^{+}\right) \cdot\left(I-Z^{-} Z^{+}\right)^{-1} \tag{16}
\end{equation*}
$$

for $0 \leq x \leq b$. Note that this expression depends on a choice of $\gamma \geq 0$.
Remark 1 Noting that $\left(I-Z^{-} Z^{+}\right)^{-1}=\sum_{n=0}^{\infty}\left(Z^{-} Z^{+}\right)^{n}$ and $Z^{-} Z^{+}$represents a crossing of the interval $[0, b]$ from $b$ to 0 and back, this formula has a clear probabilistic interpretation. The term $W^{+} e^{U^{+}} \cdot(b-x)$ simply yields the event that $\mathcal{X}$ exits from $b$. The correction term $W^{-} e^{U^{-} \cdot x} Z^{+}$refers to the event that $\mathcal{X}$ descends below 0 before exiting from $b$. Multiplication by $\left(I-Z^{-} Z^{+}\right)^{-1}$ yields all possible combinations with any number of subsequent (down and up) crossings over the complete interval $[0, b]$.

Remark 2 Since $Z^{+}=C^{+} e^{U^{+} . b}$ we can write $\Psi^{+}(b \mid x)$ in the form

$$
\Psi^{+}(b \mid x)=\left(W^{+} e^{-U^{+} \cdot x}-W^{-} e^{U^{-} \cdot x} C^{+}\right)\left(e^{-U^{+} \cdot b}-C^{-} e^{U^{-} \cdot b} C^{+}\right)^{-1}
$$

This comes closer to the usual expression of the exit time distribution in terms of scale functions. For instance, let $\mathcal{X}$ be a Brownian motion with variation $\sigma>0$ and drift $\mu \in \mathbb{R}$. We then obtain

$$
U^{ \pm}=\frac{ \pm \mu-\sqrt{\mu^{2}+2 \gamma \sigma^{2}}}{\sigma^{2}}
$$

Denote $-r:=U^{+}$and $s:=U^{-}$. Then

$$
\Psi^{+}(b \mid x)=\frac{e^{r x}-e^{s x}}{e^{r b}-e^{s b}}
$$

cf. [14], (2.12-2.15), where the $\gamma$-scale function is given as $g(x)=e^{r x}-e^{s x}$.
Example 4 Another example is the M/M/1 queue during a busy cycle, which is the negative of the classical compound Poisson model with exponential jumps used in insurance mathematics. This continues example 3. We obtain

$$
U^{ \pm}=\frac{1}{2}\left( \pm(\lambda+\gamma-\beta)-\sqrt{(\beta-\gamma-\lambda)^{2}+4 \beta \gamma}\right)
$$

Denote $R:=-U^{+}$and $\rho:=-U^{-}$and compare this to [15], equations (3.12) and (4.24), with $\delta=\gamma$ and $c=1$. Section 3.2 further yields $A^{-}=\beta /(\beta+\rho)$ and $A^{+}=(\beta-R) / \beta$. Thus, starting with buffer content $x$ in the descending phase, we obtain

$$
\begin{aligned}
\Psi^{+}(b \mid x) & =\left(A^{+} e^{-U^{+} \cdot x}-e^{U^{-} \cdot x} A^{+}\right)\left(e^{-U^{+} \cdot b}-A^{-} e^{U^{-} \cdot b} A^{+}\right)^{-1} \\
& =\left(\frac{\beta-R}{\beta} e^{R x}-e^{-\rho x} \frac{\beta-R}{\beta}\right) /\left(e^{R b}-\frac{\beta}{\beta+\rho} e^{-\rho b} \frac{\beta-R}{\beta}\right) \\
& =(\beta+\rho) \cdot \frac{\beta-R}{\beta} \cdot \frac{e^{R x}-e^{-\rho x}}{(\beta+\rho) e^{R b}-(\beta-R) e^{-\rho b}}
\end{aligned}
$$

This is the Laplace transform of the time to buffer overflow within a busy cycle.

## 4 Main result

Starting with an initial buffer content $u<b$ or with $u=b$ but in a descending phase, there is a positive probability of no overflow at all before the buffer empties. Let $\alpha$ denote the initial phase distribution of $(\mathcal{X}, \mathcal{J})$, i.e. $\alpha_{i}=\mathbb{P}\left(J_{0}=i\right)$ for all $i \in E$. Then equation (16) yields, with $\gamma:=0$,

$$
\mathbb{P}(D=0)= \begin{cases}1-\alpha \Psi^{+}(b \mid u) \mathbf{1}, & u<b \\
1-\alpha\left(\begin{array}{cc}
\mathbf{0} & \mathbf{0} \\
\mathbf{0} & I_{E_{d}}
\end{array}\right) \Psi^{+}(b \mid b) \mathbf{1}, & u=b\end{cases}
$$

where $I_{E_{d}}$ denotes the identity matrix of dimension $\left|E_{d}\right|$. Clearly the event $D=0$ means that $\mathcal{X}$ exits the interval $[0, b]$ at the lower boundary first. We further observe that an overflow can occur only in ascending phases, i.e. on the time set $\left\{t \geq 0: J_{t} \in E_{a}\right\}$.

We wish to derive an expression for the function

$$
\bar{F}(x, \gamma):=\mathbb{E}\left(e^{-\gamma \tilde{S}^{-1}(x)} ; D>x\right)
$$

where $x, \gamma \geq 0$. The strong Markov property and the fact that an exit from $[0, b]$ at the upper boundary can occur only in an ascending phase yield together

$$
\bar{F}(x, \gamma)=\Psi^{+}(b \mid u) \mathbb{E}\left(e^{-\gamma \tilde{S}^{-1}(x)} ; D>x \mid X_{0}=b\right)
$$

where the last factor (written as an expectation) is an $E_{a} \times E_{a}$ matrix with entries

$$
\mathbb{E}\left(e^{-\gamma \tilde{S}^{-1}(x)} ; D>x, J_{S^{-1}(x)}=j \mid X_{0}=b, J_{0}=i\right)
$$

for $i, j \in E_{a}$. This observation may be compared with equation (2.16) in [14]. Thus it suffices to determine the matrix-valued function

$$
M(x, \gamma):=\mathbb{E}\left(e^{-\gamma \tilde{S}^{-1}(x)} ; D>x \mid X_{0}=b\right)
$$

This is the content of our main result.
Theorem 1 The distribution of the total overflow above the level b, given that $X_{0}=b$ and $J_{0} \in E_{a}$, is matrix-exponential. Specifically,

$$
M(x, \gamma)=e^{G(b) \cdot x}
$$

for $\gamma, x \geq 0$, where

$$
G(b)=\left(U^{+} e^{-U^{+} b}+C^{-} e^{U^{-} b} U^{-} C^{+}\right)\left(e^{-U^{+} b}-C^{-} e^{U^{-} b} C^{+}\right)^{-1}
$$

Proof: We employ the following approximation. Assume that the penalty for an overflow is paid out in small batches of sizes $\varepsilon>0$ rather than continuously. More exactly, we define a process $\left(\mathcal{X}^{\varepsilon}, \mathcal{J}^{\varepsilon}\right)$ as follows. The phase process $\mathcal{J}^{\varepsilon}$ shall equal $\mathcal{J}$ almost surely. The level process $\mathcal{X}^{\varepsilon}$ behaves like $\mathcal{X}$ in the interval $[0, b]$ but may go above the level $b$. Whenever $\mathcal{X}^{\varepsilon}$ reaches the level $b+\varepsilon$, we pay a penalty of amount $\varepsilon$ whereupon $\mathcal{X}^{\varepsilon}$ jumps back to the level $b$. The phase process $\mathcal{J}^{\varepsilon}$ remains unchanged by this jump. The original process $(\mathcal{X}, \mathcal{J})$ is obtained if we let $\varepsilon$ tend to 0 .

Let $D^{\varepsilon}$ denote the total penalty obtained for $\left(\mathcal{X}^{\varepsilon}, \mathcal{J}^{\varepsilon}\right)$. Then $D^{\varepsilon}$ has a matrixgeometric distribution, i.e.

$$
M^{\varepsilon}(n, \gamma):=\mathbb{E}\left(e^{-\gamma T_{n}(\varepsilon)} ; D^{\varepsilon} \geq n \cdot \varepsilon \mid X_{0}^{\varepsilon}=b\right)=\left(\Psi_{(a, a)}^{+}(b+\varepsilon \mid b)\right)^{n}
$$

for $n \in \mathbb{N}$ and $\gamma \geq 0$, where

$$
\begin{aligned}
\Psi_{(a, a)}^{+}(b+\varepsilon \mid b)= & \left(e^{U^{+} \varepsilon}-C^{-} e^{U^{-} b} C^{+} e^{U^{+} .(b+\varepsilon)}\right) \\
& \times\left(I-C^{-} e^{U^{-} \cdot(b+\varepsilon)} C^{+} e^{U^{+} .(b+\varepsilon)}\right)^{-1}
\end{aligned}
$$

according to (16), and $T_{n}(\varepsilon)$ denotes the time of the $n$th payment of an $\varepsilon$-penalty.

Now letting $\varepsilon$ tend to 0 we obtain that $M(x, \gamma)$ has a matrix-exponential distribution with parameter

$$
\begin{aligned}
G(b)= & \lim _{\varepsilon \downarrow 0} \frac{1}{\varepsilon}\left(\Psi_{(a, a)}^{+}(b+\varepsilon \mid b)-I\right) \\
= & \lim _{\varepsilon \downarrow 0} \frac{1}{\varepsilon}\left(e^{U^{+} \varepsilon}-I+C^{-} e^{U^{-} b}\left(e^{U^{-} \varepsilon}-I\right) C^{+} e^{U^{+} .(b+\varepsilon)}\right) \\
& \times\left(I-C^{-} e^{U^{-} \cdot(b+\varepsilon)} C^{+} e^{U^{+} \cdot(b+\varepsilon)}\right)^{-1} \\
= & \left(U^{+}+C^{-} e^{U^{-} b} U^{-} C^{+} e^{U^{+} b}\right)\left(I-C^{-} e^{U^{-} b} C^{+} e^{U^{+} b}\right)^{-1}
\end{aligned}
$$

which is equivalent to the statement.

Remark 3 Defining an analogue of the $\gamma$-scale function by

$$
W(x):=e^{-U^{+} x}-C^{-} e^{U^{-} x} C^{+}
$$

for $x>0$, we see first that $G(b)=-W^{\prime}(b)[W(b)]^{-1}$ where $W^{\prime}(b)$ denotes the derivative of the function $W(x)$ at $b$. Setting $\gamma=0$, the mean total overflow during a busy cycle can be computed as

$$
\begin{aligned}
V(b \mid u) & :=\mathbb{E}\left(D \mid X_{0}=u\right)=\Psi^{+}(b \mid u) \mathbb{E}\left(D \mid X_{0}=b\right) \\
& =\Psi^{+}(b \mid u) \int_{0}^{\infty} \mathbb{P}\left(D>x \mid X_{0}=b\right) d x \\
& =\Psi^{+}(b \mid u) \int_{0}^{\infty} M(x, 0) d x=\Psi^{+}(b \mid u)[-G(b)]^{-1} \\
& =\left(W^{+} e^{-U^{+} u}-W^{-} e^{U^{-} u} C^{+}\right)\left(-U^{+} e^{-U^{+} b}+C^{-} e^{U^{-} b}\left(-U^{-}\right) C^{+}\right)^{-1}
\end{aligned}
$$

Example 5 We continue the example in remark 2 of a Brownian motion fluid flow. Since there is only one phase, we get $W^{+}=W^{-}=C^{+}=C^{-}=1$ and hence

$$
V(b \mid u)=\frac{e^{r u}-e^{s u}}{r e^{r b}-s e^{s b}}
$$

which is equation (2.11) in [14]. Note that for $\gamma=0$ we obtain

$$
(s, r)= \begin{cases}\left(-2 \frac{\mu}{\sigma^{2}}, 0\right), & \mu>0 \\ \left(0,-2 \frac{\mu}{\sigma^{2}}\right), & \mu<0\end{cases}
$$

This implies

$$
\mathbb{E}(D)= \begin{cases}\frac{\sigma^{2}}{2 \mu}\left(e^{2 \mu b / \sigma^{2}}-e^{2 \mu(b-u) / \sigma^{2}}\right), & \mu>0 \\ -\frac{\sigma^{2}}{2 \mu}\left(e^{2 \mu(b-u) / \sigma^{2}}-e^{2 \mu b / \sigma^{2}}\right), & \mu<0\end{cases}
$$

cf. equation (2.22) in [14] for the case $\mu>0$.

Example 6 Another example is the $\mathrm{M} / \mathrm{M} / 1$ queue. Starting in the descending phase with initial buffer content $X_{0}=u$, we obtain for the mean discounted overflow during a busy cycle

$$
\begin{aligned}
V(b \mid u) & =\left(A^{+} e^{-U^{+} u}-e^{U^{-} u} A^{+}\right)\left(-U^{+} e^{-U^{+} b}+A^{-} e^{U^{-} b}\left(-U^{-}\right) A^{+}\right)^{-1} \\
& =\frac{\frac{\beta-R}{\beta} e^{R u}-e^{-\rho u \frac{\beta-R}{\beta}}}{R e^{R b}+\frac{\beta}{\beta+\rho} e^{-\rho b} \rho \frac{\beta-R}{\beta}} \\
& =\frac{\beta-R}{\beta}(\beta+\rho) \frac{e^{R u}-e^{-\rho u}}{(\beta+\rho) R \cdot e^{R b}+(\beta-R) \rho \cdot e^{-\rho b}}
\end{aligned}
$$

Note that this is different from formula (7.8) in [15], as the $M / M / 1$ queue is the negative of the compound Poisson model in risk theory. Setting $\gamma=0$ and assuming the stability condition $\beta>\lambda$ holds, we obtain

$$
R=\beta-\lambda \quad \text { and } \quad \rho=0
$$

This yields

$$
\mathbb{E}(D)=\frac{\lambda}{\beta \cdot(\beta-\lambda)}\left(e^{(\lambda-\beta) \cdot(b-u)}-e^{(\lambda-\beta) \cdot b}\right)
$$

for the mean total overflow during a busy cycle.
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