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Transience, Recurrence etc.

From now on we shall convene on the technical assumption

Xi=inf{\;:i€cE} >0
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Transience, Recurrence etc.

From now on we shall convene on the technical assumption
Xi=inf{\;:i€cE} >0

which holds for all applications that we will examine. Then a
Markov process ) is called irreducible, transient, recurrent or
positive recurrent
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Transience, Recurrence etc.

From now on we shall convene on the technical assumption
Xi=inf{\;:i€cE} >0

which holds for all applications that we will examine. Then a
Markov process ) is called irreducible, transient, recurrent or
positive recurrent if its embedded Markov chain X is.
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Stationary Distributions

An initial distribution 7 is called stationary
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Stationary Distributions

An initial distribution 7 is called stationary if the process V7 is
stationary,
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Stationary Distributions

An initial distribution 7 is called stationary if the process V7 is
stationary, i.e. if

P(YS =j1,-- -, Yo =Jn) =P(Y{ s =J1,- -, Yiis = Jn)

forallne N, 0<t; <...<ty and states ji,...,jn, € E, and
s> 0.
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A distribution w on E is stationary if and only if 7#G = 0 holds.
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Theorem 3.9

A distribution w on E is stationary if and only if 7#G = 0 holds.

Proof:
First we obtain
o t” D t”
TP(t) = 1eCt = ZEWG" :7TI+ZH7TG'7 =rm+0=m7
n=0 n=1

for all t > 0, with 0 denoting the zero measure on E.
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Proof of theorem 3.9 (contd.)

With this, theorem 3.8 yields

P(Yy =Jj1,---, Y, = Jjn)

= miPij(t) Py jp(t2 — t1) .. Pjyy jo(tn — tn1)
i€E
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Proof of theorem 3.9 (contd.)

With this, theorem 3.8 yields

P(Yy =Jj1,---, Y, = Jjn)

= miPij(t) Py jp(t2 — t1) .. Pjyy jo(tn — tn1)
i€E

= Tj PJ'l,_iz(tZ - tl) cee Pjnfl,j,,(tn - t,,,l)
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Proof of theorem 3.9 (contd.)

With this, theorem 3.8 yields

P(Yy =Jj1,---, Y, = Jjn)

= miPij(t) Py jp(t2 — t1) .. Pjyy jo(tn — tn1)
i€E

= Tj PJ'l,_iz(tZ - tl) cee Pjnfl,j,,(tn - t,,,l)

:Zﬂ'l Piji(t1+ )Py jp(t2 — t1) ... Pj,_ ju(tn — tn—1)
i€cE
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Proof of theorem 3.9 (contd.)

With this, theorem 3.8 yields

P(Yy =Jj1,---, Y, = Jjn)

= miPij(t) Py jp(t2 — t1) .. Pjyy jo(tn — tn1)
i€E

= Tj PJ'l,_iz(tZ - tl) cee Pjnfl,j,,(tn - t,,,l)

:Zﬂ'l Piji(t1+ )Py jp(t2 — t1) ... Pj,_ ju(tn — tn—1)
i€cE

- IP)(YtlJrs _.j17 R YtT,:+s :Jn)
for all times t; < ... < t, with n € N, and states j1,...,j, € E.
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Proof of theorem 3.9 (contd.)

With this, theorem 3.8 yields

P(Yy =Jj1,---, Y, = Jjn)

=Y miPij(0)Pip(ta —t1) .o Py o(tn — tno1)
icE
= Tj PJ'l,_iz(tZ - tl) cee Pjnfl,j,,(tn - t,,,l)

_Zﬂ'l Piji(t1+ )Py jp(t2 — t1) ... Pj,_ ju(tn — tn—1)
i€cE

- ]P)(Yt]_+5 _.j17 RS Yt‘T,I;+s :Jn)

for all times t; < ... < t, with n € N, and states j1,...,j, € E.
Hence the process )™ is stationary.
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Proof of theorem 3.9 (contd.)

On the other hand, if 7 is a stationary distribution,
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Proof of theorem 3.9 (contd.)

On the other hand, if 7 is a stationary distribution, then we
necessarily obtain

TP(t) =7meCt =7

for all t > 0.
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Proof of theorem 3.9 (contd.)

On the other hand, if 7 is a stationary distribution, then we
necessarily obtain

TP(t) =7meCt =7

for all t > 0.As above, this means

o0

Z%ﬂG"zO

n=1

for all t >0,
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Proof of theorem 3.9 (contd.)

On the other hand, if 7 is a stationary distribution, then we
necessarily obtain

TP(t) =7meCt =7

for all t > 0.As above, this means

i:;ﬂ'GnZO

n=1

for all t > 0, which yields

G =0
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Proof of theorem 3.9 (contd.)

On the other hand, if 7 is a stationary distribution, then we
necessarily obtain

TP(t) =7meCt =7

for all t > 0.As above, this means

o0

Z%ﬂG"zO

n=1

for all t > 0, which yields
G =0

because of the uniqueness of the zero power series.
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Balance equations

The equation 7G = 0 is equivalent to an equation system

Zﬂigij = Tg Zﬂigij =T Zgﬁ

i#] i#i i#j

for all j € E.
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Balance equations

The equation 7G = 0 is equivalent to an equation system
Zﬂigij = Tg Zﬂigij =T Zgﬁ
i#j i#j i#)

for all j € E. We call the value 7;g;; stochastic flow from state /
to state j in equilibrium.
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Balance equations

The equation 7G = 0 is equivalent to an equation system
Zﬂigij = Tg Zﬂigij =T Zgﬁ
i#j i#j i#j

for all j € E. We call the value 7;g;; stochastic flow from state /
to state Jj in equilibrium. Then the above equations mean that the
accrued stochastic flow into any state j equals the flow out of this
state.
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Balance equations

The equation 7G = 0 is equivalent to an equation system

Zﬂigij = Tg Zﬂigij =T Zgﬁ

i#] i#] i#j

for all j € E. We call the value 7;g;; stochastic flow from state /
to state Jj in equilibrium. Then the above equations mean that the
accrued stochastic flow into any state j equals the flow out of this
state. The above equations are called the (global) balance
equations.
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Example: Poisson process

The generator of the Poisson process with parameter X is given by

A A 0 0
0 =X XA 0
o 0o —x
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Example: Poisson process

The generator of the Poisson process with parameter X is given by

A A 0 0
0 =X XA 0
o 0o —x

This process has no stationary distribution, which can be seen as
follows.
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Example: Poisson process

The generator of the Poisson process with parameter X is given by

A A 0 0
0 =X XA 0
o 0o —x

This process has no stationary distribution, which can be seen as
follows. The balance equations for the Poisson process are given by

7T0)\:0 and 7T,')\:7T,'_1)\

for all i > 1.
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Example: Poisson process

The generator of the Poisson process with parameter X is given by

A A 0 0
0 =X XA 0
o 0o —x

This process has no stationary distribution, which can be seen as
follows. The balance equations for the Poisson process are given by

7T0)\:0 and 7T,')\:7T,'_1)\

for all i > 1. These are solvable only by m; =0 for all i € E,
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Example: Poisson process

The generator of the Poisson process with parameter X is given by

A A 0 0
0 =X XA 0
o 0o —x

This process has no stationary distribution, which can be seen as
follows. The balance equations for the Poisson process are given by

7T0)\:0 and 7T,')\:7T,'_1)\

for all i > 1. These are solvable only by 7m; = 0 for all i € E, which
means that there is no stationary distribution 7.
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Theorem 3.11

Let Y be a Markov process with embedded Markov chain X.
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Theorem 3.11

Let Y be a Markov process with embedded Markov chain X'. Let
X be irreducible and positive recurrent.
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Theorem 3.11

Let Y be a Markov process with embedded Markov chain X'. Let
X be irreducible and positive recurrent. Further assume that
X:=inf{)\;:i€ E} >0.
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Theorem 3.11

Let Y be a Markov process with embedded Markov chain X'. Let
X be irreducible and positive recurrent. Further assume that
X:=inf{\;:i € E} > 0. Then there is a unique stationary
distribution for ).
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Theorem 3.11

Let Y be a Markov process with embedded Markov chain X'. Let
X be irreducible and positive recurrent. Further assume that
X:=inf{\;:i € E} > 0. Then there is a unique stationary
distribution for ).

Proof:

According to theorems 2.25 and 2.18, the transition matrix P of X
admits a unique stationary distribution v with vP = v.
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Theorem 3.11

Let Y be a Markov process with embedded Markov chain X'. Let
X be irreducible and positive recurrent. Further assume that
X:=inf{\;:i € E} > 0. Then there is a unique stationary
distribution for ).

Proof:

According to theorems 2.25 and 2.18, the transition matrix P of X
admits a unique stationary distribution v with vP = v. The
generator G is defined by

G=AP-1I
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Theorem 3.11

Let Y be a Markov process with embedded Markov chain X'. Let
X be irreducible and positive recurrent. Further assume that
X:=inf{\;:i € E} > 0. Then there is a unique stationary
distribution for ).

Proof:

According to theorems 2.25 and 2.18, the transition matrix P of X
admits a unique stationary distribution v with vP = v. The
generator G is defined by

G=NANP-1)
with

N = diag(\j: i € E)
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Proof of theorem 3.11 (contd.)

Hence the measure

pi=vAt
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Proof of theorem 3.11 (contd.)

Hence the measure
pi=vAt

is stationary for ).

L. Breuer Chapter 3: Homogeneous Markov Processes on Discrete State



Proof of theorem 3.11 (contd.)

Hence the measure
pi=vAt

is stationary for V. Since X > 0, the measure 4 is finite,
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Proof of theorem 3.11 (contd.)

Hence the measure
pi=vAt

is stationary for ). Since X > 0, the measure f is finite, with total
mass bounded by A™1 < oc.
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Proof of theorem 3.11 (contd.)

Hence the measure
pi=vAt

is stationary for ). Since X > 0, the measure f is finite, with total
mass bounded by A~ < co. Now the normalization

B YA
ZieEﬂi ZieEVi/)‘i

forall j€ E

T =
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Proof of theorem 3.11 (contd.)

Hence the measure
pi=vAt

is stationary for ). Since X > 0, the measure f is finite, with total
mass bounded by A~ < co. Now the normalization

B YA
ZieEﬂi ZieEVi/)‘i

for all j € E yields a stationary distribution for ).

T =
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Proof of theorem 3.11 (contd.)

Hence the measure
pi=vAt

is stationary for ). Since X > 0, the measure f is finite, with total
mass bounded by A~ < co. Now the normalization

B YA
DoicE P DieeVilAi
for all j € E yields a stationary distribution for ). This is unique
because v is unique.

T =
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Skip-free Markov processes

We define a skip—free Markov process by

gj =0 forallstates i,je ECNg with [i—j>1
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Skip-free Markov processes

We define a skip—free Markov process by

gj =0 forallstates i,je ECNg with [i—j>1
Denote the remaining infinitesimal transition rates by

Ai =gt and Wi = &iji-1

for all possible values of /.
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Skip-free Markov processes

We define a skip—free Markov process by

gj =0 forallstates i,je ECNg with [i—j>1
Denote the remaining infinitesimal transition rates by

Ai =gt and Wi = &iji-1

for all possible values of i. The rates A; and p; are called arrival
rates and departure rates, respectively.
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Skip-free Markov processes

We define a skip—free Markov process by

gj =0 forallstates i,je ECNg with [i—j>1
Denote the remaining infinitesimal transition rates by

Ai =gt and Wi = &iji-1

for all possible values of i. The rates A; and p; are called arrival
rates and departure rates, respectively. The state transition
graph of such a process assumes the form
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Skip-free Markov processes

Its balance equations are given by

Ao = p171
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Skip-free Markov processes

Its balance equations are given by
AoTro = H171
and
(Ni + pi)mi = Nicamio1 + pigamiva

for all i € N.
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Skip-free Markov processes

Its balance equations are given by
AoTro = H171
and
(Ni + pi)mi = Nicamio1 + pigamiva

for all i € N. By induction on i it is shown that these are
equivalent to the equation system

Nic1Ti—1 = [T

for all i € N.
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Skip-free Markov processes

This system is solved by successive elimination
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Skip-free Markov processes

This system is solved by successive elimination with a solution of
the form

>\o>\1 DY)
T = TQ = _—
’ H o Hi+1 M2 - - - fhi

for all i > 1.
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Skip-free Markov processes

This system is solved by successive elimination with a solution of
the form

)\o>\1 “Aic1
T = 7o =mTg————
’ H o Hi+1 M2 - - - fhi

forall i > 1. The solution 7 is a probability distribution if and only
if it can be normalized,
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Skip-free Markov processes

This system is solved by successive elimination with a solution of
the form

)\o>\1 “Aic1
T = 7o =mTg————
’ H o Hi+1 M2 - - - fhi

forall i > 1. The solution 7 is a probability distribution if and only
if it can be normalized, i.e. if }° 7, = 1.
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Skip-free Markov processes

This system is solved by successive elimination with a solution of
the form

>\o>\1 DY)
T = TQ = _—
’ H o Hi+1 M2 - - - fhi

forall i > 1. The solution 7 is a probability distribution if and only
if it can be normalized, i.e. if >, E7T,, = 1. This condition implies

NI

neE j= O'u—"_:l

with the empty product being defined as one.
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Skip-free Markov processes

This system is solved by successive elimination with a solution of
the form

>\o>\1 DY)
T = TQ = _—
’ H o Hi+1 M2 - - - fhi

forall i > 1. The solution 7 is a probability distribution if and only
if it can be normalized, i.e. if >, E7T,, = 1. This condition implies

NI

neE j= O'u—"_:l

with the empty product being defined as one. This means that

aieal

nek j—o i+l
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Skip-free Markov processes

This system is solved by successive elimination with a solution of
the form

/\o>\1 “Aic1
T = 7o =mTg————
’ H o Hi+1 M2 - - - fhi

forall i > 1. The solution 7 is a probability distribution if and only
if it can be normalized, i.e. if >, E7T,, = 1. This condition implies

NI

neE j= O'u—"_:l

with the empty product being defined as one. This means that

o (ST}

nek j—o i+l

and thus 7 is a probability distribution if and only if the series in
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Competing exponentials

Let X ~ Exp(A) and Y ~ Exp(u) denote two independent random
variables.
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Competing exponentials

Let X ~ Exp(A) and Y ~ Exp(u) denote two independent random
variables. Then

min(X, Y) ~ Exp(\ + )
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Competing exponentials

Let X ~ Exp(A) and Y ~ Exp(u) denote two independent random
variables. Then

min(X, Y) ~ Exp(\ + )

A
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Competing exponentials

Let X ~ Exp(A) and Y ~ Exp(u) denote two independent random
variables. Then

min(X, Y) ~ Exp(\ + )

A

P(X=Y)=0
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Let Z := min(X,Y).
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Let Z := min(X,Y). Then

Z>t < X>t and Y >t
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Let Z := min(X,Y). Then
Z>t << X>t and Y >t

Independence of X and Y yields

P(Z>t)=P(X >t)-P(Y >t)
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Let Z := min(X,Y). Then
Z>t < X>t and Y >t
Independence of X and Y yields
P(Z>t)=P(X >t)-P(Y >t)
and thus
P(min(X,Y) > t) = e Memut — o—(Ap)t

for all £ > 0.
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Conditioning on X € dt yields

o0
P(X < Y) :/ Ae MP(Y > t) dt
0
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Conditioning on X € dt yields

o0
P(X < Y) :/ Ae MP(Y > t) dt
0

o A
= )\/ e MeHidgr = =
0 At p
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Conditioning on X € dt yields

o0
P(X < Y) :/ Ae MP(Y > t) dt
0

o A
= )\/ e MeHidgr = =
0 At p

Finally,

PX = v) = m/o Ne M B(Y € [t + h) dt

L. Breuer Chapter 3: Homogeneous Markov Processes on Discrete State



Conditioning on X € dt yields

P(X < Y) :/ Ae MP(Y > t) dt
0

o A
= )\/ e MeHidgr = =
0 At p

Finally,

PX = v) = A@o/o Ne M B(Y € [t + h) dt

:/ Ae M lim (e"“ — e_“(t+h)> dt =0
0 h—0
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Example: M/M/1 queue

Arrivals: Poisson process with rate A > 0
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Example: M/M/1 queue

Arrivals: Poisson process with rate A > 0

Service times: iid, exponentially distributed with rate ;1 > 0
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Example: M/M/1 queue

Arrivals: Poisson process with rate A > 0
Service times: iid, exponentially distributed with rate ;1 > 0

1 server
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Example: M/M/1 queue

Arrivals: Poisson process with rate A > 0
Service times: iid, exponentially distributed with rate ;1 > 0
1 server

The arrival process and the service times are independent.
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Example: M/M/1 queue

Arrivals: Poisson process with rate A > 0

Service times: iid, exponentially distributed with rate ;1 > 0
1 server

The arrival process and the service times are independent.

Let Y; denote the number of users in the system at time t.
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Example: M/M/1 queue

Arrivals: Poisson process with rate A > 0

Service times: iid, exponentially distributed with rate ;1 > 0
1 server

The arrival process and the service times are independent.
Let Y; denote the number of users in the system at time t.

State space E = Ny
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The M/M/1 queue as a Markov process

Holding time in state O:
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The M/M/1 queue as a Markov process

Holding time in state 0: Hy ~ Exp())
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The M/M/1 queue as a Markov process

Holding time in state 0: Hy ~ Exp())

por =1
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The M/M/1 queue as a Markov process

Holding time in state 0: Hy ~ Exp())
por =1

Holding time in state / > 1:
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The M/M/1 queue as a Markov process

Holding time in state 0: Hy ~ Exp())
por =1

Holding time in state / > 1:
H; = min(A, S), where A ~ Exp(\) and S ~ Exp(u)
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The M/M/1 queue as a Markov process

Holding time in state 0: Hy ~ Exp())
por =1

Holding time in state / > 1:
H; = min(A, S), where A ~ Exp(\) and S ~ Exp(u)

Hence, Hj ~ Exp(A + p) for i > 1.
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The M/M/1 queue as a Markov process

Holding time in state 0: Hy ~ Exp())
por =1

Holding time in state / > 1:
H; = min(A, S), where A ~ Exp(\) and S ~ Exp(u)

Hence, Hj ~ Exp(A + p) for i > 1.

Further
]P’A<S):ﬁ, j=i+1
PIT RS <A =+, j=i-1
for i > 1.
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The generator matrix

go1 = A-por = A
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The generator matrix

go1=A-por =Aand fori>1
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The generator matrix

go1=A-por =Aand fori>1

g — A+p)-xim=A j=i+1
y . .
/ )\4‘/1)'%:”7 J:/—l
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The generator matrix

go1=A-por =Aand fori>1

g — A+p)-xim=A j=i+1
y . .
/ )\+,U,)'m:u7 J:/—l

Hence,
- A 0 0
-\ — A 0
c=|" H
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Stationary distribution
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Stationary distribution

Y =(Y::t>0)is a skip-free Markov process on E = Ny
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Stationary distribution

Y =(Y::t>0)is a skip-free Markov process on E = Ny with
arrival rates \; = A

L. Breuer Chapter 3: Homogeneous Markov Processes on Discrete State



Stationary distribution

Y =(Y::t>0)is a skip-free Markov process on E = Ny with
arrival rates A\; = X and departure rates u; = pu.
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Stationary distribution

Y =(Y::t>0)is a skip-free Markov process on E = Ny with
arrival rates A\; = X and departure rates u; = pu.

Thus the stationary distribution 7 is given by

1

n—1 ) - 00 -1
o = zjl_[L :(2)/)”) =(1-p)

nek j—o Hitl

if pr=XApu<1
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Stationary distribution

Y =(Y::t>0)is a skip-free Markov process on E = Ny with
arrival rates A\; = X and departure rates u; = pu.

Thus the stationary distribution 7 is given by

1

n—1 ) - 00 -1
o = zjl_[L :(2)/)”) =(1-p)

nek j—o Hitl
if p:=A/pu<1and
T = Wopi

for i > 1.
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Stationary distribution

Y =(Y::t>0)is a skip-free Markov process on E = Ny with
arrival rates A\; = X and departure rates u; = pu.

Thus the stationary distribution 7 is given by

1

n—1 ) - 00 -1
o = zjl_[L :(2)/)”) =(1-p)

nek j—o Hitl
if p:=A/pu<1and
T = Wopi

for i > 1. For p > 1 there is no stationary distribution.
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