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for all $i, j \in E$. The probability $p_{i j}$ is called transition probability from state $i$ to state $j$. The matrix $P:=\left(p_{i j}\right)_{i, j \in E}$ shall be called transition matrix of the chain $\mathcal{X}$. Condition (1) is referred to as the Markov property.
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$$
p_{i j}:= \begin{cases}p, & j=i+1 \\ 1-p, & j=i\end{cases}
$$

for $i \in \mathbb{N}_{0}$ determine a homogeneous Markov chain $\mathcal{X}=\left(X_{n}: n \in \mathbb{N}_{0}\right)$. It is called Bernoulli process with parameter $p$.
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